
JOURNAL OF APPROXIMATION THEORY 28,101-112 (1980)

Exact Estimates for Monotone Interpolation

G. L. ILIEV

Institute of Mathematics and Mechanics, Bulgarian Academy of Sciences,
1080 Sofia, P.O. Box 373, Bulgaria

Communicated by G. G. Lorentz

Received April 25, 1978

Let 0 = Xo < Xl < ... < Xn = 1, 0 = Yo < Yt < ... < Yn < 1 and let
A, B, C be defined by (3); suppose further that C;;" con-I. We prove that for
some constant c = c(co), depending only on co, there exists an algebraic poly­
nomial P of degree < en In (e + A/B) for which P(Xi) = Yi , i = I,... , n, and
rex) ;;" 0, 0 < X ~ 1.

1. INTRODUCTION

Let 0 = X o < ... < Xn = 1 and let Yo, YI ,... , Yn be real numbers satis­
fying Yi-I =F Yi, i = 1, 2,... , n. Under these assumptions Wolibner [1],
Kammerer [2] and Young [3] proved the existence of an algebraic polynomial
P such that

(1) P(Xi) = Yi , i = 0, 1,... , n,

(2) P(x) is monotone decreasing on [Xi-I, Xi] if Yi-l > Yi and mono­
tone increasing on [Xi-I, x;] if Yi-l < Yi , i = 1,... , n.

P is called a partially monotone interpolation polynomial. When Yi-l < Yi
for i == 1,... , n, it is called a monotone interpolation polynomial.

The papers [1-3] do not contain estimations on the degree of the poly­
nomial P. Later on, in [4-6], such estimations were given in terms of n and of

C = min LlXi
l~i~n

B = min Lly,.,
l<i<n

(3)

In [4] a monotone approximation polynomial is constructed of degree not
exceeding cInA/B, where CI is an absolute constant. This estimate is exact
when A/B is bounded for every n by an absolute constant. However, if this is
not so, this estimate leads to a rather high degree of the monotone inter­
polation polynomial.
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In [5] the result of [4] is generalized and in [6] an estimate for the degree of
P was given which is exact in the particular case when AlB X na , ex ~ 1. In
this case it is proved that there exists a monotone interpolation polynomial of
a degree not exceeding c2cxn In n, where C2 is an absolute constant.

In [7] an estimate similar to the one in [6] was found for the case Yo
}\ YP YJJ+1 <... Yn and the interpolation is done by a poly-
nomial P with rex) ~ 0 for x E [xo , x p ], P'(x) ~ 0 for x E [x p , x n ].

Together with the results about monotone and partially monotone inter­
polation, other results have appeared on monotone and partially monotone
approximation.

Initially the problem of uniform approximation of monotone functions by
monotone polynomials was considered. A basic result, achieved later in [8],
is that the order by which a monotone function can be approximated by a
monotone polynomial from H n is O(w(j; n-1)). Here Hn is the set of all
algebraic polynomials of degree ~n, and w(f; 8) is the modulus of continuity
of f: w(j; 8) = sUPlx'_"'''1~8Il(x') - l(x")[. This result is remarkable since,
although an additional condition is imposed on the approximating poly­
nomial, it preserves the exact order of approximation of the well-known
Jackson theorem.

The problem of partially monotone uniform approximation can be
formulated as follows: A functionfis given which is monotone in everyone of
a finite number of subintervals, changing from increasing to decreasing or
vice versa exactly at the ends of the subintervals. What is the order of
approximation of f by polynomials from H n , the set of those algebraic
polynomials of degreeC::;n with the same monotonicity pattern as f?

This problem has been studied in [9-13]. In [13] it is shown that the exact
order of partial monotone approximation is again O(w(f; n-1)).

In the present paper we shall relate the above-mentioned problems on
monotone interpolation and approximation to the following theorem giving
an exact answer to the question on the degree of monotone interpolation
polynomials for arbitrary knots and monotone interpolation data.

THEOREM I. Let the points Xi' Yi satisfy 0 = X o < Xl < ... < x n ~ I.
0= Yo <}\ < ... < Yn ~ I, let A, B, C be given by (3) and let C~: conI,
where Co is a constant. Then there exists a polynomial Q of degree ~cn

In(e AlB). which satisfies

Q(.x';) cc.= Yi , i = I, ... , n; Q'(x) ~ 0 for x E [0, I].

Here c = c(co) is a constant depending only on co'

We also have

THEOREM 2. Let the points Xi, Yi satisfy 0 ~ .10 < ... < x k === 1/2 <
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Xk+l < Xn ~ 1, I;? Yo > ... Yk = 0, °< Yk+L < ... < Yn ~ 1. If A' =

max1(i<;;n 1 L1Yi I, B' = min1(i(n 1 L1Yi 1 and C' = min1<;;i(n L1Xi ;? c~n-\ then
there exists an algebraic polynomial T of degree ~c'n In(e + A'IB') (c'
depending only on c~) for which T(Xi) = Yi, °~ i ~ n; T'(x) ~ ° for
X E [0, tl and T(x) ;? °for x E [t, I].

2. THE MAIN THEOREM

LEMMA 1. If the constants bi , Eij satisfy bi > 0, i = I, ... , n, and

n

max I 1 Eij ! (A --:- B)/B ,s; M,
I,.;:,,,, n j~l

where A = max1(i(n bi , B = min1<;;i<;;n bi , then the linear system

[
M:' 'n <I'>,

E n1 E n2

has a unique positive solution (see [6] where this theorem is given in a slightly
different form).

Proof Since the system has a dominating main diagonal, it has a unique
solution. Let I Xl I = max1<;;i(n I Xi j. Then the Ith equation assumes the
form MXI + L:;~l EljXj = bl . So

M I Xl I = Ibl - ±EljXj I~ I bl I + 1 Xl 1 £! Elj 1 ,

j~l j~l

and therefore

Now we show that the solution of the system is positive. Denote X,; =

min1<;;iS;;n Xi and consider the kth equation. We obtain

n n

1\1Xk = b" - I EkjXj ;~ bk - Xl I I Ekj I
j~l j~l

> B- [A/(M - max ±IEij 1)]( m!lx t IEi} I) > 0.
t:S;:l~n j=l ~ _ J<,<n j=l '

The last inequality follows from the assumption.
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Now let us carry out some preliminary calculations aimed at establishing
Lemma 3 below, basic for the proof of Theorem I.

Let m and r be natural numbers.

.\" E [-rr, -rr/2),

I. .\" E [-rr/2, rr/2],

= 0, X E (rr/2, rr];

and

J
,rr ( sin(mtI2) )2r

V", ,.(aT; x) = fL aT(x -+- t) ~~(12) dt,
• ~7T ' 111 Sll1 t

where fL is defined by the condition

J
.r. ( sin(mtI2) )21'

fL dt = I
-7r ' m sin(tI2) , .

(4)

The operator Vm,r (see, e.g., [14, 15]) is called a generalized Jackson
operator. It is known [15] that U",AaT; x) is a trigonometric polynomial of
order (m - l)r.

From (4) it follows easily (see [15]) that

111 " 7T \ 2r_-1---)
2rr \ 2, . (5)

DEFINITION. A 2rr-periodic function f E C[-rr, rr] is called bell-shaped if
it is even and nondecreasing for x E [- rr, 0].

In [16] it is proved that a generalized Jackson operator applied to bell­
shaped step functions with jumps at the points krrlm, k = 1, ... , m - I yields,
again, a bell-shaped function. The technique of this proof is similar to that
in [8].

Since aT(x) is a bell-shaped step function with jump at the point rr/2 if In is
even, V ,n ,1' is, in that case, also bell-shaped. In what follows we shall suppose
m is even.

Since

Lr (T. 0) __ r." ( sin(mtI2) )21' (T( + )_ T( - » d
' "',1' a ,.X - fL " (/2), a X t a X t t,

'0 111 Sll1 t

(4) yields

U,,,.I'(aT; x) - aT(x)

r.
" (' sin(mt/2) ')21'

=c fL ' ('/2)" (aT(x + t) - 2aT(x) + aT(x - t)) dr .
• 0 ' m Sll1 t

(6)
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Let 0 :(; IX < f3 :(; 7T. Then

SI I Um,r(aT; x) - aT(x)I dx
"

Js I[ f6 ( sin(mtj2) )2r
==" /-L 0 m sin(tj2) (aT(x + t) - 2aT(x) + aT(x - t» dt

105

('T ( sin(mtj2) )2r ]I+ /-L J
6

m sin(tj2) (aT(x + t) - 2aT(x) + aT(x - t» dt dx

_JS in ( sin(mtj2) )2r
"'= " w(a

T
; x; 8) dx + /-L J

6
m sin(tj2)

x U: [aT(x + t) - 2aT(x) + aT(x - t)] dXI dt

< __ IS T.. . r in ( sin(mtj2) )2r T.
'== , w(a , x, 8) dx T 2/-L J

6
m sin(tj2) wL(a, t) dt,

where w(f; x; 8) is the so-called local modulus of continuity off,

w(f; x; 8) = sup I/(x + h) - ((x)!.
!h[';;;6

(7)

(8)

The definition (8) can be found in [15].
wL(f; 8) is the integral modulus of continuity offin the integral [-7T, 7T],

wLCf; 8) = sup r If(x + h) - f(x) I dx.
0<11.:(6 -'iT

Let us estimate the second term in the last line of (7). It is easily seen that
for each integrable function f, if tlu ;;: 1, then

Also

(9)

sin(tI2) ;;: tl7T for 0:(; t :(; 7T. (10)

Using (9), (10) and (5), and setting u = 8,
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we obtain
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2 J
,rr ( sin(mtI2) )21' (T.) I

/l- . (/2) W L U ,t (ta m SITI t

1T • WL(U
T

; 0) (~_)21'-1

2(2r - 2) 2mo

3 -2r"T2
1T e (T 1)

~ (2r _ 2) WL U ; nr .

From (7) and (11) we obtain

r i U",.,,(u T; x) - a T(X) I dx
"

since wL(aT; m-i ) = 21m.
Put now ex = 0, fi = (1Tj2) ~ o. Then from (12):

since w(aT; x; 0) = °for °~ x < (1T12) ~ b.
Further, put in the integral (13) x = arccos y. Then we obtain:

II i a(y) - P(y)! dy ~ ( I a(y) - P(y)] dy
o •sino

j
,[ ! aT(arccos y) - Um,r(arccos y) d)

• sin 0 (l - y2)1/2 )

1T3e-2r+2
--~'In-\
r-I

where

(11 )

(12)

(13)

-I ~ y ~ 0,a(y) = 0,

O<y 1,
(14)

and P(y) = Um.,.(arccos y), an even algebraic polynomial of degree ~(m-] )·r.
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P is monotone increasing in [-I, I] since Um,r(a; x) is a bell-shaped
trigonometric polynomial, by means of the transformation x = arccos y it
is mapped into a monotone algebraic polynomial.

On the other hand, we can assume 0 ~ P(x) ~ 1 for x E [-1, 1] since
the operator Um,r(f; x) is positive and

o< aT(x) ~ I for x E [-7T, 7T],

O~a(x)~1 for xE[-I,I].

The above considerations and calculations yield

LEMMA 2. Let a be the function (14). For any positive integers m and r
there exists a polynomial P, monotone in [-1, 1] and of degree ~(m - I)r,
for which

f I a(x) - P(x) I dx ~ de'-flwl,

fa I a(x) - P(x) I dx ~ de-fm-l,
-1

(15)

(16)

o ~ P(x) ~ 1

PC-x) = 1 - P(x)

for x E [-1, 1],

for x E [0, 1],

(17)

(18)

where d is an absolute constant and 7T2e/2m ~ 0 ~ 7T
2e/2(m - I).

(18) is obtained easily; we omit its proof.

Proof of Theorem I. Form the polynomial

where P is the monotone polynomial from Lemma 2 of degree ~(m - l)r.
(For the time being m and r are arbitrary positive integers.)

Choose the coefficients ai in such a way that

.i = 1,... ,11. (19)

Write the system (19) in matrix form, as follows: namely,

rl
:=~::

- Ll n •1 I - .1",2 I - .1 n ,3

(20)
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where the following notation has been used:

(
Xl + X o )1 - ..1 n,l = P X n - 2 ' A ( X2 + Xl)I - i.J n ,2 = P X n - 2 ,... ,

1 - ..1 n •n ~~ P (xn __ X n +/'/1-1). (21)

From (20), after a simple manipulation we get

1-.11,1
-.12,1+..1 1 ,1

-..13.d-..1 2,1

.11.2
1-.12,2-..11 •3
-.13,2+..12.2

.11.3
..1 2.3-.11,3

1-..13,3-..12.3

.1l,n
.12.,,-.11,11

..1 3,n- ..1 2,n

x

..1Y1

.1Y2

.1Y3 (22)

From Lemma 1 it follows that if

an .1Yn

nAB
2 1~~2n I I ..1 i ,j • --B~ < I,

)~1

then the system (22) has a positive solution.

(23)
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From (21), (18), (17), and the condition for monotony of the polynomial P
we find

= I - P (X,. - Xl i xo ) + ... + I - P (Xi - X,. +2 X,.-l )

, P ( Xi+1 + X,.) , ... ' P (' . Xn + Xn - 1 )
~ Xi - 2 ,--r- --r- Xi - 2

P ( Xl + Xo - Xi) I 0.0 ,L P ( Xi + Xi- 1 _ 0,.)
" 2 T I 2 X,

P( 0 ) + -L P( ) -L P ( Xi + Xi-1 )~ '\1 - X,. 0.. i Xi-1 - Xi , 2 - X,.

I P ( Xi+1 + Xi ) + P( .) f- 0 I P( )-,- Xi - 2 I Xi - "i+l - .0 T Xi - Xn - 1 0

(24)

Let Xl - Xi = ~1' X2- Xi = ~2 ,.00' Xi-l - Xi = ~i-l' (Xi + Xi_l)/2 - Xi =
~i' [(Xi ~ Xi_l)/2 - xi]/2 = ~,-cl • '

Then since min{(~2-~I)'··o, (~i-~i-l)' (~i+C~i)) ?': min1<j<n(Xj-Xj_l)/4?,:
col1-1 /4,

= P(~I) ~2 - ~.!. + 000 + P(~i-l) ~i - ~i-l + P(~i) ~i+l - ~i
~2 - ~1 ~,. - ~i-l ~i+l - ~i

4
~ minI<i<n (x j - Xj-l) [P(~1)(~2 - ~1) + .00 + P(~i-l)(~i - ~i-l)

..1... P(~i)(~i+1 - ~;)]

4n .-co/4n
~-- I [P(x) - a(x)] dx

Co 0_1

and in the same way

4/1 r-Co/4n
~ - [P(x) - a(x)] dxo

Co 0-1

(25)
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From (24), (25), and (26) we find

n

lTf\ I I L1,.i I
)=.cl

8/1 • --0,,'411--- I [P(X) - a(x)] dx.
Co • 1

Now we set m =, [27T2enfco]C- I, 8 = co/4n. Then 7T2e12m ~ 8 = co!4n :
7T2eI2(m - I) and Lemma 2 gives:

where dl is a constant depending only on co'

There exists a constant d2 depending only on Co (in a way which is clear
from the above inequality and (23)), so that if r == [d2 ln(e + AIB)], then

or, if m = [27T2enlco] + 1 and r = [d2(cO) In(e -+ AlB)], then (23) holds
and the system (20), hence the system (19), has a positive solution.

The interpolation polynomial Q(x) = L:~l aiP(x - (Xi --i- xi-l)/2) will be
monotone since P is monotone in [-1,1], and Qi ?o 0, i = I, ... , n. The
degree of Q equals that P, i.e., it equals (m - 1). r ~ c(n In(e --t- AlB)],
where c is a constant depending only on the constant co.

Thus Theorem 1 is proved.
The estimate for the degree of the monotone interpolation polynomial:

cn In(e + AlB) of Theorem 1 yields the results of [4, 6]: For AlB ~ const.,
the result in [4] is obtained and for AlB ~ na , ex ?o 1, the result in [6].

Of interest are the cases where AlB lies between a constant and a constant
times na

, ex ?o 1. In all these cases Theorem 1 estimates the degree of the
monotone interpolation polynomial. For example, if AlB ~ In n, the degree
of the monotone interpolation polynomial is ~cn In In n.

The exactness of the estimate of Theorem I follows from [4, 6] only if
AlB ~ const. or AlB ~ n~, ex?o 1. However, it proved that Theorem I
gives an exact answer to the question of the degree of the monotone inter­
polation polynomial for an arbitrary order of AlB. From Theorem lone can
also easily obtain the result of Lorentz and Zeller [8].

From Theorem 2 one can prove the proposition in [13] but we do not
consider this here since Theorem 2 is not proved in this paper.

From Theorem I it is also possible to obtain an estimate for the poly­
nomial monotone approximation of a bounded monotone function with
respect to the Hausdorff distance.
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Hausdorff distance between functions was introduced by Sendov and
Penkov [17]. Let f and g be functions, bounded in [0, 1].

The number

rU; g) = max{sup inf dCA, B), sup inf dCA, B)},
AEl BEg AEg Bd'

where dCA, B) = max{1 al ~ bl I, i az - bz I}, A = (aI' az), B = (bl , bz),
and J is the completed graph of the function f (the intersection of all closed
point sets, bounded along the y-axis which are convex with respect to the
y-axis, whose projection on the x-axis coincides with [0, 1] and which contain
the graph off) is called the Hausdorff distance between f and g.

The number

is called the best approximation off with respect to the Hausdorff distance.
A basic result in the theory of Hausdorff approximation is the following

universal estimate obtained by Sendov [18]:

EnU)r == O(ln njn).

From Theorem I it is easily obtained that the order of the above estimate is
preserved when we approximate a monotone bounded function by a mono­
tone polynomial with respect to the Hausdorff distance. This fact was proved
for the first time in [16].
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